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v Data

We calculated an anomalous MINERVA POT live time for
Feb 12-14. We are trying to understand this and will not be
reporting live times for week of Feb 8 - 14. The live times will
be shown next week.

— The MINERVA DAQ live time was 99.8 % for that week,
so the problem was not data taking.

On Feb 12, MINOS DAQ was down for ~ 3 hours. Eventually,
a branch reset from ROC-West control room computer was
able to get MINOS running.
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Average Jobs Running Concurrently

1452

8 K
6 K
4K |

2K el A

'y i V)

(0]
212 2/13 214 2/15 2/16 217 2/18 2/19

Production Onsite User Onsite Allocation == Production OSG = User OSG

Job Success Rate Job Success & Failures per Day

60 K
40 K
) - Binlll
) B _

2/12 2/14 2/16 2/18

== Success Fail == Held

New Data Cataloged

0.5TB

MINERVA Computing Summary
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Average Time Spent Waiting in Queue (Production)

2.154 hour

Queued Production Jobs by Wait Time
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Total Data Cataloged

1.9 PB

Average concurrent jobs are lower than quota
Job success rate was very good (100%)

CPU efficiency was low due to the users’ analysis job

* Proxy issue in one user’s job

« Staging the data files from tape in another user’s job




