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—— Landscape MINERVA Computing Summary

Jan 29-Feb 4

werage Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)
1368 250589 4.80 hour
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« Job success rate is 75%. The MC generator job was held because of a
SCD'’s request to investigate a storage issue.

« CPU efficiency is low :

 The MC generator job was short (~20min). Its efficiency was under-estimated
by FIFEmon.




