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« 3/24 — MINOS wiener power supply failed and replaced
« 3/26 — Keepup failed to process few files, reprocessing it
« 3/27 — Corrupted run after chain reset. Recovered after 2" reset.
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Miscellaneous Update

Online Monitoring System:

« After MySQL DB migration, part of our online monitoring system
broke. After few changes in the software it was fixed and working
NOow.

* 4 machines used for monitoring system were running on SLF5 at
FCC. The machines were upgraded to SLF6, configured and are
running again.

SLF5 End of Life:
« The exemption to upgrade to SLF6 was requested for
o MINERVA test stand machines — used to develop and test
firmware
o MINOS-EVD machine — runs the event display
were approved.

FEB Issue:

« FEB 1-3-1-4is not responding at the start gate few times a subrun.

« Planning to replace the FEB tomorrow. Need to remove the roof
structure for the replacement.
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__‘ Landscape MINERVA Computing Summary

Average Jobs Running Concurrently Total Jobs Run Average Time Spent Waiting in Queue (Production)

729 73468 1.025 hour
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New Data Cataloged Total Data Cataloged

8.9TB 1.6 PB

Average concurrent jobs are lower than quota Period 03/27 - 04/02, 2017

Job Success rate is slightly low due to user’s failed job (user is investigating the
source of failure)

Overall CPU Efficiency is also low due to the same user’s failed job
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Thank You

3 Apr 2017 Nuruzzaman, AEM S



