Minerva Request to CD: 
Executive Summary For FY2009-2010 
Lee Lueking, Gabriel Perdue, Heidi Schellman, David Schmitz

2/4/2009

The following is a list of MINERvA service requests to the Computing Division.  More detail for each item can be found in the larger portion of the document and other sources referenced.  Table I represents a summary of the requests and mapping of them to the CD Departments that will be responsible for carrying them out.
I. DAQ Windows Machines, Control Room Linux Boxes and Networking
We request CD system support for the data acquisition machines and networks at the Wide Band Hall, test beams, remote control room (collocated with the MINOS control room on WH12NW) and in the NUMI hall. Resources are needed to set up the Minerva control room that is located in WH12NW. 
A. Secure network between the DAQ machine in the experiment pit area and the control room machines. The DAQ is currently on a private network behind a gateway machine.  For the NUMI running configuration we would like to move to using standard network hardware and ACL’s.
B. Configuration of Control Room Linux boxes and software installation.  

C. Limited support for updates to the Online DAQ Windows machines. D. The experiment is investigating moving to embedded single board computers running Linux of VXWorks as an alternative to Windows, if this option is pursued, limited support for embedded Single-Board Computers and their networking will also be requested. 

The Minerva online DAQ system is based a Windows machine. This is mission critical and some level of CD expertise may be called upon from time to time. In addition, operating system updates will be coordinated with CD in a controlled and agreed upon fashion to keep the systems up to date, while not negatively impacting the online. This system is on a private network and available via a gateway Linux box, consequently issues of security patches and such are most likely not urgent.   
II. Database instance and support for conditions, construction, and other data
Minerva must store its mission critical data relating to the construction of the detector, electronics configuration, and conditions (calibration, alignment, et cetera) in a secure database. It is anticipated that the data size will be a few 10’s of GByte per year, and may reach 100GB by the end of the experiment.  This database will require server OS and DB software support. It will also require daily incremental and monthly full backup and support including backup recovery testing.

The implementation of this service has two parts, 1) conditions data using COOL (CERN supported software) and 2) other schema specific data. The COOL framework has been built to support both Oracle and MySQL backend database technologies.  The second type of data has been established in MySQL. 
It is likely that we will need an online database for configurations and run conditions which is robust against network interruption in addition to the offline databases used for long term data storage.

III. Disk and Tape Storage and Data Catalog Management

A. Disk resources for BlueArc pool. 
Minerva will store a complete copy of its raw data on the BlueArc disk pool and need access to it on all of their compute resources at the lab.  The size of this disk storage will amount to 10 TB for CY 2009 and similar amounts in subsequent years. 

B. Disk resources for dCache pool. 

Minerva will require dCache disk totaling to 10 TB for CY 2009 and similar amounts in subsequent years. 

C. ENSTORE tape archive and pnfs support. 

Minerva will require that all detector data, processed data, and Monte Carlo data be archived to tape and be available via pnfs. This will total 30 TB for CY 2009 and similar, or smaller, amounts in subsequent years.  The data rates from the detector will be steady, with between 50 to 100GB/day anticipated. 
D. SAM data catalog, including backend database support. 
Minerva will use SAM as its primary data catalog and will require a supported SAM server and backend database. Also support to create the needed interfaces to the Minerva framework software and data operations. 
E. AFS home and release areas. 
Minerva will require afs storage and support for home and release areas. Currently the experiment uses around 100GB of AFS space for home areas (backed up) and code releases (not backed up). 
IV. Analysis and Processing CPU

A. Head node for existing Minerva desktop cluster. 

Minerva has an existing desktop cluster consisting of around a dozen Linux nodes. The current head node is physically insecure and needs to be replaced by a new Linux box that will be managed by CD personnel and receive high level 24/7 support. This node will provide the following: 1) NIS user information for login to the cluster nodes, 2) the primary GRID submission node, 3) Condor batch server for the interactive cluster (see below), and 4) auto mounts for AFS, BlueArc, and pnfs.  Software tools including a CVS client, ROOT, MySQL client, Oracle Client.

B. Interactive Analysis Cluster 
A small interactive analysis cluster is needed with ~40 core processing capability. This cluster needs to be specified, procured, commissioned and subsequently supported by CD. Access to AFS, BlueArc, and pnfs is required. This cluster needs to support logins by all authorized Minerva users for interactive use, as well as batch support.  It seems reasonable for this cluster to be established as part of the head node previously described, but this needs to be negotiated with the CD support group. The support level of this cluster should be 24/7.  Configuration of this cluster will be somewhat customized to meet the needs of the Minerva software, e.g. the SLF OS version must work with the version of the Gaudi framework used by the experiment. 

C. GRID processing on GPFarm or other resources

In addition to the dedicated cluster, Minerva will need access to the processing capabilities of Fermilab GRID resources.  These will be used to carry out Monte Carlo generation and various CPU intense data processing tasks.

V. Operations and support personnel

In addition to the support implicit in the other tasks, MINERVA will need help with its general computing setup and data operations. This is the described in the text and amounts to 1-2 FTE’s, depending on the stage of the operation. 

VI. PREP electronics

The experiment is using and will require additional equipment from the PREP electronics pool.  In addition to the equipment itself, repair and support for it will be requested as needed. 

VII. Other Miscellaneous Requests

A. Control Room Log book will be used as the electronic logging tool for data taking operations. The underlying storage is required and 24/7 support for the basic service. 

B. DocDB will continue to be used for storing and managing Minerva documentation.   
C. Use of the central CD CVS repository.

D. Fermilab supported software packages including: ROOT, GEANT4, CLHEP, MySQL and other commonly used software utilities.

E. Minerva WEB page support at the level of 1) system support, 2) backups for the main collaboration web site, and 3) security advice. 

F. Use of the FNAL VPN is needed for uploading data from outside institutions to the hardware database. This will require support for 20-40 remote VPN users.
G. Establishment of MINERVA Virtual Organization and support for user GRID certificates. 

H. Helpdesk support for off-hours issue tracking

Table I. MINERvA request summary and mapping to CD departments for FY2009-2010 (note: The official list of Service Activities as per the ISO20000 ITSM is not yet available).
	CD Quad/Dept/Group
	Request Number
	Request
	Description
	Approval

	FPE/ESE/ESG

(FutureProg&Det/

EngSupport)
	1.1.1.1
	Support for PREP electronics equipment
	Support for PREP electronics used by Minerva
	

	
	1.2.1.1
	Limited support for Minerva electronics (from PPD)
	Support, in the form of design reviews, from CD engineers.
	

	SPC/REX/

(Sci. Program/

Running Exp)
	2.1.1.1
	Computing support interface
	Liaison support for Minerva to the CD.  
	

	
	2.1.1.2
	Issue tracking
	Issue tracking via JIRA for general problems not requiring off-hours support. 
	

	
	2.1.1.3
	Operations for data handling
	Data handling, database, data archiving, and related activities.
	

	
	2.1.1.4
	Data catalog
	Support for SAM
	

	
	2.1.1.5
	Operations for Control Room 
	Control room OS support 
	

	
	2.1.1.6
	GRID interfaces
	Support for grid interfaces and operation
	

	SCF/FEF/

(Sci. Facilities/

Fermi Exp Fac)
	3.1.1.1
	User cluster commissioning
	Help with procurement, installation, and commissioning of cluster head node. 
	

	
	3.1.1.2
	Interactive/batch cluster
	Help with procurement, installation, and commissioning Analysis cluster.
	

	
	3.1.1.3
	User desktop and analysis cluster support
	Support for user desktop and analysis cluster: OS upgrades, user accounts, et cetera.
	

	SCF/GRID/FGS

(Sci. Facilities/

GRID Facilities/

FermiGridServ)
	3.2.1.1
	GPFarm or other GRID resource use
	Large scale GRID processing 
	

	SCF/DMS/SSA
(Sci. Faccilities/

DataMove&Stor/

StorageServices)


	3.3.1.1
	dCache, pnfs, ENSTORE 
	Support for physical data storage in ENSTORE
	

	SCF/DMS/WAN(?)

(Sci. Faccilities/

DataMove&Stor/

WAN&NetResearch)


	3.4.1.1
	Network configuration for the pit and CR.
	Configuration and support for network needed for the pit area and control room.
	

	LCS/FOP
(LabCoreSupport)
	4.1.1.1
	
	Not sure
	

	LCS/FOP/FSS

(LabCoreSupport/

FacilitSupService)
	4.2.1.1
	Electronics equipment (PREP Desk)
	Equipment from the PREP electronics pool.
	

	LCS/DBI/DSG

(LabCoreSupport/

DatabaseApplic/

DB Admin& App)
	4.3.1.1
	Conditions DB
	Construction, calibration and alignment database deployment and support
	

	
	4.3.1.2
	Data Catalog
	SAM database deployment and  support
	

	LCS/CSI/CSG

(LabCoreSupport/

CentServ&Infra/

CentServices)


	4.4.1.1
	Database machine support 
	OS and basic product support for the DB machines
	

	
	4.4.1.2
	BlueArc Disk pool
	Help in disk procurement.  Install and maintain disk in BlueArc Pool
	

	
	4.4.1.2
	AFS support
	Support for afs
	

	LCS/CSI/HLP

(LabCoreSupport/

CentServ&Infra/

HelpDesk)


	4.4.2.1
	Helpdesk
	Helpdesk support, especially for central systems and off-hours issues.
	

	LCS/CSI/DSS

(LabCoreSupport/

CentServ&Infra/

Desktop&Server spt)


	4.4.3.1
	Windows support
	Support for Windows OS, including DAQ machines.
	

	LCS/CNCS/CST

(LabCoreSupport/

Core Network & CompSecurity/

CompSecTeam) 


	4.5.1.1
	Computer Security      
	Review of security model
	

	LCS/CNCS/NS

(LabCoreSupport/

Core Network & CompSecurity/

NetworkService)
	4.5.2.1
	Networking support
	
	


