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Introduction 
This document is a memorandum of understanding between the Fermi National 
Accelerator Laboratory (Fermilab) Computing Division and the MINERνA experiment 
(E-938). The memorandum is intended solely for the purpose of providing a budget 
estimate and a work allocation for Fermilab, the funding agencies and the participating 
institutions. It reflects an arrangement that currently is satisfactory to the parties; 
however, it is recognized and anticipated that changing circumstances of the evolving 
research program will necessitate revisions. The parties agree to negotiate amendments to 
this memorandum that will reflect such required adjustments.   The scope of this 
document encompasses the project phase of the MINERνA experiment, which is 
scheduled for completion (CD-4) on September 23, 2010.  The parties agree to amend it 
to address issues concerning the eventual installation and operation of the MINERνA 
experiment. 

 

Key MINERνA Personnel & Institutions 
The MINERνA Co-Spokespersons represent the MINERνA Collaboration in its 
interactions with the laboratory.  The MINERνA Project Manager is responsible for 
carrying out the MINERνA Project within its allotted budget and schedule. 

  

MINERνA Co-Spokesperson.............Kevin McFarland (University of Rochester) 

MINERνA Co-Spokesperson.............Jorge Morfín (Fermilab) 

MINERνA Project Manager ..............Deborah Harris (Fermilab) 

 

Scope of MINERνA Project 
The scope of the MINERνA Project is defined in the MINERνA Project Execution Plan 
and the MINERνA Project Management Plan.  It includes the assembly and testing of all 
the components necessary to construct a fine-grained neutrino detector, but not the actual 
installation and operation of the detector.  The activities involved include several 
locations on the Fermilab site, including the Wide Band Hall, where the MINERνA 
module construction and testing will be conducted, and Lab G, where cable construction 
and testing will take place.  In addition to these Fermilab locations, much of the effort 
will take place at university-based laboratory space..  The specifics of these operations 
are spelled out in Memoranda of Understanding between the universities and MINERνA. 

The collaboration intends to assemble a Tracking Prototype detector in the Wide Band 
Hall and use it to test hardware, DAQ and event reconstruction software.  The 
collaboration is working to gain Laboratory approval to move the Tracking Prototype into 
the MINOS Near Detector Hall to better understand the detector’s response in the NuMI 
neutrino beam, where the complete detector eventually will reside.  The collaboration 



DDDRRRAAAFFFTTT   Memorandum of Understanding between MINERνA and Computing Division 
3/6/2008 

6 

intends to integrate data from the MINOS Near Detector with MINERνA data to include 
muon spectroscopy as an element of the data analysis. 

The MINERνA collaboration also intends to assemble and operate a detector in a custom-
designed beam at the M-Test facility.  The goal is  to give an improved understanding of 
the calorimetric capabilities of the detector. 

All of these operations will require a level of support from the Fermilab Computing 
Division.  These are discussed in more detail in the following sections and appendices. 

Fermilab Computing Division 
The Computing Division will play a full part in the MINERνA Project, insofar as it 
supports the mission of the laboratory, and in particular proudly develop, innovate, and 
support excellent and forefront computing solutions and services, recognizing the 
essential role of cooperation and respect in all interactions between the Computing 
Division and MINERνA. 

Computing Division Personnel 
The Computing Division has assigned a liaison to MINERνA. 

Liaison to MINERνA.........................Peter Cooper 

 

Special Considerations 

Purchasing 
For the purpose of estimating budgets, specific products and vendors may be mentioned 
within this memorandum. At the time of purchasing, the Fermilab procurement policies 
shall apply. This may result in the purchase of different products and/or from different 
vendors.  

 

PREP Electronics 
The experiment spokespersons will undertake to ensure that no PREP and computing 
equipment be transferred from the experiment to another use except with the approval of 
and through the mechanism provided by the Computing Division management. He/she 
also undertakes to ensure that no modifications of PREP equipment take place without 
the knowledge and consent of the Computing Division management.  

 

Institutional Responsibilities 
Each institution will be responsible for maintaining and repairing both the electronics and 
the computing hardware supplied by them for the experiment. Any items (with the 
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exception of individual PREP modules) for which the experiment requests that Fermilab 
performs maintenance and repair should appear explicitly in this agreement.  

 

Integration of Equipment 
If the experiment brings to Fermilab on-line data acquisition or data communications 
equipment to be integrated with Fermilab-owned equipment, early consultation with the 
Computing Division is advised.  

 

At the Completion of the MINERνA Experiment 
The Co-Spokespersons are responsible for the return of all PREP equipment, and 
Fermilab-owned Computing equipment and non-PREP data acquisition electronics.  In 
certain cases, such equipment may be integrated into the operational detector and its 
continued use will be negotiated with PREP.  If the return is not completed after a period 
of one year after the end of running the Co-Spokespersons will be required to furnish, in 
writing, an explanation for any non-return.  
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Appendix 1: PREP Request 
MINERνA’s request for electronics from PREP is summarized in Table 1.  This 
equipment is intended primarily for development of the MINERνA prototypes.  The 
request may be supplemented by an addendum for the operational MINERνA detector. 

 

The following equipment is requested for: 

 Vertical Slice Test at Lab G; 

 Light Injection studies and QA testing at Rutgers and Tufts University. 

 Sensor alignment and testing at James Madison University 

 High Voltage control system prototyping at Northwestern University 

This equipment will be returned by the end of 2009, or an extension of the loan will be 
requested in writing. 

 

 

Location Type Class Name Quantity FNAL Number 

Fermilab –  

Lab G 

BNC Pulse Generator 
8010 

1  

 CAMAC CAMAC Crate 1 10511 

  LRS 612A 1 15605 

  LRS 621AL 1 15702 

  LRS 364AL 1 12054 

 Fluke HV Power 
Supply 

1 9088 

26024 

 
 NIM NIM Crates 3 

 
18360 

20792 

7329 

  Power Design 
HV Supply 

4 

18386 

  Jorway Dual 
Gate Generator 

1 62670 

 PMT HV Zener 1 17494 
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Diode Box 

     

Tufts 
University 

CAMAC LRS 4600/610 
16-channel 
ADC 

6  

025217 

025695 

028640 

028656 

  LRS 2249A 

12-channel 
ADC 

5 

031762 

  FERA CAMAC 
Driver 

1  

 NIM LRS 222 2-
Channel Gate 
Generator 

1  

  Pulse generator 
0.2 Hz – 20 
MHz 

1  

     
014076 
011627 
011628 
015605 
010907 
015597 
008688 

Rutgers 
University 

CAMAC LRS 2248 ADC 8 

015966 

     

James 
Madison 
University 

CAMAC DSP: 860C 
Crate 

1 059353 

  DSP: 860F 
Crate Fan 

1 512385 

  DSP: 860P 
Camac power 
supply 

1 512389 
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  Jorway: 73A 
Crate 
Controller 

1 567541 

  PD: 1570-M4 
HV Power 
Supply 

1 018387 

 Computer Micron CS-600 
CPU Box 

1 SN 1880594-
0001 

  Viewsonic 
monitor 

1 SN JZ834400386

Northwestern 
University 

 LeCroy 4032 
HV controller + 
negative pod. 

1  

 

 
Table 1 MINERνA PREP Request.   

Additional items for a test beam detector at MTest will be specified by March, 2008. 

Additional items for the veto wall high voltage may be added later.  The Lecroy 4032 HV 
supply is a candidate for this task. 
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Appendix 2: Support for Non-PREP Electronics 

Introduction:  Description of MINERνA Electronics 
Electronics in the MINERνA experiment include the data readout chain for the detector 
and ancillary systems for calibration and monitoring.  Custom electronics are being 
developed by the Particle Physics Division.  No direct support of these electronics is 
envisioned during the project phase of MINERνA, however, MINERνA may request 
participation in design reviews by engineers from the Computing Division.  The 
components being developed include 

 PMT bases 

 Front-End Boards 

 Front-End Support Boards 

 Crate Readout Controllers 

 Crate Readout Controller Interface Modules 

ES&H Issues 
All non-commercial electronics used in MINERνA are reviewed by the MINERνA 
ES&H Review Committee, as per the MINERνA Project Management Plan.  A 
representative of the Computing Division will participate in the reviews for all electronics 
covered under this MOU to ensure that CD ES&H concerns are addressed at an early 
stage.  This representative will supply the relevant documentation to the CD repair 
organization. 
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Appendix 3:  Logistical Support 
The MINERνA Collaboration requests certain services to support basic operations of the 
experiment. 

Document Database (DocDB) 
The MINERνA Collaboration uses the DocDB document database as an essential record-
keeping and organizational tool.  We request support for DocDB, to include maintenance 
and administration of the DocDB server, maintenance and upgrades of the DocDB scripts 
and backups of the DocDB database.   

Control Room Logbook (CRL) 
MINERνA intends to use the CRL electronic logbook for R&D operations and eventually 
in the operation of the experiment.  We request that CRL be set up for MINERνA on an 
appropriate web server, AFS storage space for the logbook files, and the required 
database for the entries.  All files will be backed up regularly. 

Concurrent Versions System (CVS) 
MINERνA uses CVS to manage source code.  We request access to a Computing 
Division server and backup for CVS.  We anticipate that the required disk space will not 
exceed 10 GB. 

FNALU Interactive Computing 
Much of Minerva’s computing work is done on remote systems, but we rely on the 
central FNALU servers to maintain and build our reference code and, in the future, for 
submissions to batch systems.  MINERνA collaborators also rely on FNALU to access 
and develop code, maintain it via CVS, prepare Τεχ documents and administer CRL.  
When data are exported to remote sites, FNALU is the likely platform for this operation. 

MINERνA’s FNALU requirements are: 

 CPU time on FNALU for 20-30 users; 

  Initial allotment of 32 GB of AFS space, possibly extending to ~ 100 GB as the 
project progresses; 

 Access to the MINERνA hardware database; 

 Project disk space for copies of data on tape, as specified by year: 

o 2008 – 500 GB 
o 2009-10 – 1000 GB 

 Access to tape library with 500 GB of storage in 2008 growing to 10-20 TB during 
the running phase of the experiment 2010-on. 
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Minerva01 migration 
The MINERνA Collaboration presently maintains several web pages in addition to those 
used for DocDB and CRL.  These include: 

 

 The main experimental web page http://minerva.fnal.gov 

 A Wiki for Minerva software development  http://minerva01.fnal.gov/ 

 And a web interface for the databases, currently http://minerva01.fnal.gov:8081/ 

 

While the responsibility for maintaining these sites lies with MINERνA collaborators, we 
request system support and backup, as well as security advice, from the Computing 
Division.  Minerva01 is owned by Rochester, with home areas and AFS space shared 
with the FNALU cluster. We would like to migrate the web servers currently running on 
minerva01 to a Fermilab owned and supported machine.  

 

Minerva01 has also served as the location of our local binary code builds, these are being 
migrated to AFS space.   

 

Personnel Resources 
In addition to hardware needs, MINERνA expects support from CD personnel in a 
number of areas.  Personnel responsibilities can be divided into two areas:  direct support 
from the REX Department of the Computing Division from personnel who will work 
directly on the experiment; and ancillary support from other departments within the 
Computing Division. 

Direct REX support 
We request a partial FTE to support 

• Issue and maintenance of user accounts (FNALU, docdb, database, AFS, CVS, 
grid VO’s etc.)  

• Data handling operations, data archiving and related activities. 

The user accounts activity is probably less then 2 hours/week, starting now, a MINERvA 
collaborator will serve as backup but the primary should be a Fermilab CD employee 
with knowledge of the systems  and privileges to issue and maintain user accounts. 

 

The data handling and archiving activites need to be designed in FY2008 but not become 
production activities until 2009.  We anticipate that this effort could grow to up to ½ an 
FTE in the long run as data, test beam and Monte Carlo samples proliferate. 
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We request CD support for the data acquisition machines and networks at the Wide Band 
Hall, test beams, remote control room and in the NUMI hall.  Please see the section on 
the DAQ system for a description of the details.  The total number of systems involved is 
of order 10-15 spread over 4 locations. 

Support tasks include assistance with: 

•  machine purchases 

• installation of new machines, both Windows and Linux 

• installation and maintenance of Fermilab products on those machines 

• Secure networking for critical machines 

• Interfacing to CD data stores. 

These efforts will require substantial work over very short periods of setup, with a low 
level of hardware and  OS support once the systems are running.    

 

We feel it would be advantageous for both the MINERνA Collaboration and the 
Computing Division to have a Computing Professional or Engineering Physicist assigned 
by the Computing Division to support MINERνA computing – even if the current needs 
do not require a full time person. 

 

Ancillary Support 
We request assistance from the Database and Applications Department in the design and 
development of the MINERνA database and maintenance of the associated servers. 
 
Database activities require at a minimum, consulting and setup of a MYSQL database 
(already done), arrangements for backup and review of our designs.  An optimal solution 
would also include access to CD DBA’s for database design, interfaces and 
administriation – preferably using pre-existing CD products. The exact mix of MINERvA 
collaborators and CD personnel will need to be negotiated on an ongoing basis.  We do 
not anticipate making any use of special features or enormous data structures which 
would place an unusual strain on CD personnel.   
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Appendix 4: DAQ System Description and Request 
The MINERνA Electronics and DAQ is being developed by the University of California-
Irvine and the University of Pittsburgh, with support from the Fermilab Particle Physics 
Division.   

DAQ Hardware 
The active elements of the MINERνA detector comprise approximately 32,000 plastic 
scintillator bars, whose output is piped via optical fibers to 473 64-anode photomutliplier 
tubes (PMTs).  The amplitudes and times of all PMT signals are digitized by the front-
end electronics and buffered for readout by the DAQ.  Each Front-End Board (FEB) is 
connected to a single PMT box.  Up to 10 FEBs are daisy-chained in a token ring, which 
is read out via a Low-Voltage Differential Signaling (LVDS) link.  The LVDS readout 
goes to a Crate Read-Out Controller (CROC) module, which resides in a VME crate.  
Each CROC can accommodate 4 LVDS chains; a total of 12 CROCs are needed to read 
out the MINERνA detector.  The VME crates will also contain a CROC Interface Module 
(CRIM), a MINERνA Timing Module (MTM, similar to the timing module used for 
MINOS), and a 48-V power supply.  There are no CPUs in the VME crates. 

During neutrino running, the DAQ system is gated and live during the full beam spill.  At 
the end of the 10-μs beam gate, the DAQ reads out all channels which were above 
threshold at some point.  Even at high occupancy, the total number of bytes read out 
every 2 second spill will be less than 200 kB.  During neutrino running the effect of 
deadtime is negligible, but in test beam running it is the limiting factor in data rate. 

The 48-V power supply is used to provide power to the PMT bases, which are a 
Cockroft-Walton design.  MINERνA differs from most experiments in that the hardware 
for the DAQ is also the hardware for the Detector Control System (DCS).  In addition to 
the readout, the LVDS link also provides for communication and control of the detector, 
e.g., voltage control for the PMTs. 

The main DAQ and slow-control computer will be located near the VME electronics, 
with two high-speed TCP/IP links to the Fermilab network; one for data, one for 
monitoring and control messages).  A relatively modest, dual-CPU server will suffice for 
this purpose.  One CPU will be dedicated to real-time data acquisition and the other will 
handle control messages and monitoring. 

DAQ Software 
The MINERνA software uses the GAUDI framework.  The GAUCHO client/server 
infrastructure that the collaboration plans to use is based on GAUDI and has been 
developed by the LHCb Collaboration. 

MINERνA’s data acquisition (DAQ) requirements during neutrino beam running are 
relatively modest, as the average data rate expected in the NuMI beam is only 100 
kByte/second and a two-second window for readout is available after each 10 µs spill. 
Moreover, the predictable timing of the beam obviates the need for a complicated trigger 
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instead – a gate is opened just prior to arrival of the beam, and all charge and timing 
information from the entire detector is simply read-out after the spill is complete. The 
slow-control system is also relatively simple, with each PMT powered by its own local 
Cockroft-Walton HV supply.  The Front End Board has readout for the HV and other 
parameters, such as the temperature.  A schematic diagram is shown in Figure 1. 

DAQ Needs during MINERνA’s Project Phase 
MINERνA will have several DAQ systems running at Fermilab during the project phase 
of this experiment.  These DAQ systems will operate a module mapper, a Tracking 
Prototype detector, and a test beam detector. 

Module Mapper 
The module mapper will operate throughout the project.  It operates by scanning a pair of 
radioactive sources across a scintillator module, reading out the response through a multi-
anode photomultiplier tube, and storing the ADC response for each scintillator strip for 
each pass of the source.  The DAQ will accumulate data through the MINERνA front-end 
electronics and will also control the mapper source motion.  The mapper uses LeCroy 
1440 HV supplies, furnished by PREP, for the phototubes. 

Tracking Prototype 
The MINERνA Tracking Prototype will be set up in the Wide Band Hall and will 
continuously accumulate cosmic ray data.  Beginning in July 2008 it will operate for 
approximately one year before being integrated with the rest of the detector in the NuMI 
hall. The data will be sent to mass storage at the FCC as it is collected. 

Test Beam Detector 
The MINERνA collaboration will assemble a detector to be placed in a test beam at the 
M-Test facility in the Meson area.  The operation of this detector is described in a 
separate MOU but is mentioned here for completeness.  The detector will use the existing 
network infrastructure at the M-Test facility and will collect approximately 100 GB of 
data.  The data will be sent to mass storage at the FCC as it is collected. 

Online Monitoring 
All of these DAQ systems will use the Fermilab network to interface to an online 
monitoring system.  The DAQ data buffer uses a sender package to pipe data via the 
network to a receiver package, which stores it in the online monitoring buffer.  It is then 
processed by the online monitoring computer and sent to the consumer applications. 

The MINERνA data stream will also need accelerator information via ACNET.  We 
anticipate logging accelerator and beam information in a manner similar to that presently 
used by MINOS.  During neutrino data taking, it is possible that MINERνA and MINOS 
could share a single ACNET connection, but during the test beam, a separate connection 
will be needed at M-Test. 
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Figure 1:  A schematic layout of the MINERνA Data Acquisition System.   

 

The MINERνA electronics and DAQ are more fully described in the MINERνA 
Technical Design Report (MINERνA DocDB 700). 

 

DAQ ComputingRequirements 
The online computing and DAQ will require 6-10 machines, 1-2 of which will serve the 
actual DAQ.  Others will support the online processing and consumer applications to 
monitor the detector.  The DAQ machines will run a Windows operating system.  Other 
online machines will run either Windows or Linux. MINERνA intends to use the MINOS 
experiment as a model for networking these machines, with the major difference that the 
MINERνA Online and DAQ machines will all be on the Fermilab site.  Also, MINOS 
uses separate LANs for DCS and DAQ; MINERνA will need only one LAN for both. 
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The collaboration requests that the Computing Division undertake the system 
administration responsibilities for machines which are visible from external networks to 
ensure compliance with security requirements.  However, it is crucial that key members 
of the MINERνA Collaboration have system administration privileges on the DAQ 
machines.  A model similar to the MINOS collaborations, with nodes behind a kerberized 
gateway, is anticipated. 

We request that the DAQ machines at the Wide Band Hall be administered by the 
Computing Division and that a MINERνA domain be created to include the DAQ 
machine at various locations at Fermilab, including the Wide Band Hall and the M-Test 
facility.  Additional ports may be needed in the NUMI hall itself as MINOS is currently 
close to saturating the existing infrastructure. 

Computing Security 
All of the DAQ systems operating at Fermilab must conform to Laboratory security 
protocols.  We request assistance and support from the Computing Division to ensure that 
all of MINERνA’s computing systems meet the Laboratory’s requirements 
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Appendix 5: Database-Related Support 
MINERνA will use several databases, including a hardware database, a controls database, 
and a conditions database.  These are still in the design or conceptual stages and 
MINERνA will request both hardware suppport, to include database servers and backups 
for the data, and professional support from the Computing Division Database 
Applications Department.  The existing hardware database is based on PostgreSQL and 
was developed with help from the Database and Applications Department of the 
Computing Division.   

The Gaudi framework used by MINERνA interfaces to the conditions database via the 
COOL utility.  MINERνA has yet to determine the format for this database and whether it 
will be based on an SQL or xml.  COOL interacts smoothly with MySQL but it is not 
clear yet whether or how it interacts with PostgreSQL. 

During the R&D phase of MINERνA, the Computing Division database group assisted 
with the design of a hardware database for the project.  We request additional support for 
the design and implementation of a conditions database and a High Voltage controls 
database for the experiment.  We anticipate that these databases would be relatively 
modest in comparison with those in use by larger experiments.  The MINERνA detector 
has less than 500 high voltage channels, serving a total of 32k detector channels.  
Assuming the conditions are updated for each pulse of the NuMI beam (~ 0.5 Hz), we 
expect the conditions database to require only a few GB of storage space.  The Tracking 
Prototype will be approximately 20% the size of the full detector, with comparably 
reduced requirements. 

During construction of the detector modules, the scintillator planes are scanned with 
radioactive sources by the MINERνA module mapper.  The mapper data will also reside 
in the MINERνA database.  Tests indicate that the scanning of each plane will generate 
approximately 10 MB of data.  Since the full detector has 196 planes, we expect to need 
an additional 2GB for mapper data. 

As noted in Appendix 3, MINERνA uses the CRL electronic logbook to track progress on 
the experiment.  During the Project phase of MINERνA, detector modules are 
constructed and data from components is placed in CRL via CRL forms.  Some of the 
same data should also be in the hardware database.  In principle, it should be possible to 
make a single data entry and have CRL update the database automatically.  We believe 
this feature would be beneficial not only to MINERνA, but to other users of CRL as well.  
We ask that the Database and Applications group work with us to develop such a feature. 
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Appendix 6: Network-Related Request 

MINERνA Tracking Prototype 
The MINERνA Project includes the construction of a Tracking Prototype of the detector.    
This work will be done at the Wideband experimental hall, which has been outfitted for 
this purpose.  As part of the Research & Development phase of MINERνA, the 
Computing Division implemented wireless networking service in the Wide Band pit.  For 
the remainder of the project phase of MINERvA, we request the following additional 
network support at Wideband: 

• Wired network access in the Wideband hall pit, to accommodate approximately 
10 lines for computers and printers.   The proximity of the computing facilities 
next door to the Wide Band Hall facilitates the installation of a Cisco 2960 switch 
with GB capability.  Cabling from this switch is needed to provide ports for the 
module mapper DAQ, the Tracking Prototype DAQ and up to two printers. 

• Continued support for the existing wireless network at the Wide Band Hall 

• Design and implementation of LAN, including integration of local computers and 
printers into the network 

• Data network connection to FCC mass storage from the Wide Band Hall 

• Network management for specifying, installing and running the networks at the 
Wide Band hall 

• Design/define and implementation of site cyber security and security advice to 
subsystems.  

Our intention is that the data-handling methods that are developed for the Tracking 
Prototype will apply to the actual MINERνA detector to be installed in the NuMI Near 
Detector Hall.  It is our understanding that the networking facilities presently installed in 
the Near Detector Hall will be adequate for MINERνA’s needs.  It has not yet been 
determined where MINERνA’s control room will eventually be located, although the 
MINOS model of locating the control room in Wilson Hall is currently favored.  We 
anticipate that the networking requirements for the MINERνA Control Room will be 
similar to those of MINOS:  In addition to basic network services, we will need to 
monitor the MINERνA detector and the NuMI beam, however we do not require offsite 
networking at Soudan.   We expect to outfit the MINERνA Control Room concurrently 
with the MINERνA installation, which is currently scheduled for 2009.

MINERνA Test Beam Detector 
A test beam detector will also operate at the M-Test facility during the project phase (this 
is not part of the MINERνA Project, but is funded by the NSF).  Operations at M-Test are 
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covered in a separate MOU, but are mentioned here for completeness.  We anticipate that 
the extant network at the M-Test facility will be adequate for MINERνA’s needs.    

Appendix 7: Off-Line Analysis and Monte Carlo 

Introduction 
This appendix deals with the offline computing needs for the MINERvA experiment. The 
offline needs can be broken into the following areas:  

• Experimental Data  

• Data Handling and Storage  

• Offline Computing  

• Software 

• Hardware 

• Personnel resources – see Appendix 3, Logistical Support 

This document will address the resources required in each of these areas.   

Experimental Data 
The MINERvA Technical Design Report estimates a data rate of 100 kB/second for the 
full detector in the NuMI beam.  We therefore consider this to be a conservative estimate 
for the Tracking Prototype taking cosmic rays.  Assuming that the Tracking Prototype 
will run continuously for one year, we anticipate about 3-4 GB of raw data.  Although 
this is a small amount of data, we plan to send it to mass storage at the Feynman 
Computing Center, since the purpose of the Tracking Prototype is to develop the systems 
that we will use in the full MINERνA detector. 

The MINERνA Test Beam Detector will operate at the M-Test facility in the meson beam 
line.  We anticipate that this beam test will produce less than 100 GB of raw data, for 
which we request mass storage in FCC.  We also request project disk space (not backed 
up) to allow an on-disk copy for fast access to these samples. 

Data Handling and Storage 
We anticipate that MINERνA data will be transmitted directly to storage disks at the 
Feynman Computing Center.  We plan to develop the protocol for this prior to operation 
of the Tracking Prototype.  This would call for having the Tracking Prototype data sent to 
disk at FCC from the Wideband Hall in the Proton area.  At present, we anticipate having 
a subset of the data accessible initially in AFS space; from there it is to be backed up and 
stored on tape and mirrored on fnalu project disks. 

Monte Carlo simulated data will also be stored on tape and on the project disks.  It will 
constitute the bulk of the data stored. 
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Some MINERνA collaborators abroad may desire to work with the data locally.  For this 
purpose we request advice on porting the data set to disks in Peru, which will be provided 
by the collaborating institutions. 

 

 

Data Processing & Analysis 
Fermilab will be the primary site for processing data and running Monte Carlo, although 
small sets will be run for analyses at collaborating institutions.  We estimate that Monte 
Carlo event generation will take approximately 20 seconds per event, although high-
energy events might take longer.  The CPU time for reconstruction of an actual data event 
will be comparable.  University collaborators doing analyses at their home institutions 
will need access to data files from offsite. 

Code Development and Simulations 
We will need AFS disk space for code development and initial simulations.  Our estimate 
at this time is that 64 GB will be adequate for the development phase.  We have requested 
an allocation in /afs/fnal.gov/files/code/minerva, as well as 2 TB of tape storage. 

We also request 500 GB of project disk space (not backed up) to allow an on-disk copy 
for fast access to our samples.  As noted above, the data samples are expected to be a few 
hundred GB in size.    Monte Carlo samples are expected to total 10 TB by the end of the 
experiment.  Give the falling cost of disk space, it would be worthwhile to consider the 
relative costs of having all of the data resident on disk, as opposed to the complexity of a 
hybrid tape/disk storage system. 

Monte Carlo Generation 
The R&D phase Monte Carlo will include simulations of the Module Mapper response, 
the Tracking Prototype, the Test Beam detector and the full detector. We anticipate a 
Monte Carlo data set approximately 10 × the size of the actual data set, which would 
result in about 20 GB for the Tracking Prototype Monte Carlo. 

 

The following table lists our current estimate of Monte Carlo parameters for the full 
detector.  The estimate assumes a Monte Carlo event size of 50 kB and 5 s of CPU time 
per event. 

 
Year MC data store (GB) MC CPU-yr 

2009 675 2.25 

2010 1350 4.50 

2011 4000 13.33 

2012 4000 13.33 



DDDRRRAAAFFFTTT   Memorandum of Understanding between MINERνA and Computing Division 
3/6/2008 

23 

Total 10025 33.41 

Table 2  Monte Carlo resource estimate 

 
Discussions with MINOS indicate that these estimates may be low – in particular peak 
rates of utilization are likely to be 3-5 times higher than the mean CPU-year as samples 
need to be generated on shorter time scales.  MINERvA is likely to need up to 50-100 
CPU’s for short bursts of MC generation and reconstruction. 
 

Software  
MINERνA has adopted an object-oriented computing model based on the C++ 
programming language.  The software group in MINERvA is in the process of specifying 
what this new system will look like. This is the collaboration’s current thinking.  

• MINERνA uses GAUDI as the batch/interactive framework.  

• During the requirements phase we would greatly benefit from the expertise of the 
C++ experts.. We have already had some informal meetings with them and would 
like to continue these as their schedule permits. 

• Once we have a clearer picture of what the pieces of the system should look like 
we will be able to produce a schedule with deliverables and milestones. This will 
allow us to specify projects where we would like design/programming help from 
Computing Division (CD) personnel. It may be appropriate to hire consultants for 
some tasks.  

• We will require help from the ISD department in CD to set up the data archiving 
system as we will be using the tools that they have developed. 

Hardware Resources 

Farms 
MINERνA requires access to the linux farms assigned to non-collider usage. 

Grid-based Computing 
The Open Science Grid is a promising tool that the MINERνA Collaboration hopes to 
begin using in the near future.  However, there is at present no Grid expertise within the 
collaboration.  In order to begin using OSG, we request advice and assistance in setting 
up a virtual organization. MINERνA will need a VO administrator, trained by the 
Computing Division.  The minerva01 node and/or a successor machine will be made 
available for Grid access.  
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Appendix 7:  MINERνA and MINOS 
This appendix is reserved for a discussion of data exchange between the MINOS and 
MINERνA experiments.  MINERνA is working with the MINOS collaboration on plans 
to selected MINOS data in order to use the MINOS near detector as a muon spectrometer 
for MINERνA.  The protocol for this exchange is still being developed. 

All MINOS data is handled by the Computing Division, so Computing Division support 
is essential in this exchange.  In our preliminary model, MINOS and MINERνA each run 
a preliminary reconstruction job, which are summarized and exchanged.  Each 
experiment uses the information gained from the other.  We would first reconstruct 
without MINOS info, then merge that information with a second reconstruction job using 
MINOS information.  This probably implies an intermediate copy of reconstructed data 
(with and without).  It’s unclear at the moment whether we need to permanently store 
both of these, but proably not.  The volume of exchanged data is estimated to be a few 
percent of the raw data.  We do not anticipate the transfer of large files being necessary.  
We would keep data on disk at first, then use the intermediate data to produce a “final” 
reconstruction file, possibly pending a later reprocessing. 


